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Solution concepts



Choosing a strategy...

* Given a game, how should a player choose his
strategy?

— Recall: we assume each player knows the other players
preferences but not what the other players will choose

’

 The most fundamental question of game theory

— Clearly, the answer is not always clear

* We will start with 2-player games



Prisoner’s Dilemma:
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The Rational Outcome T
Let’s revisit prisoner’s dilemma \
Reasoning o C D
— If pl. 2 does not confess, then c| 3,3—/—04
| should confess \\V ™~
— If pl. 2 confesses, then —> D _\_4; 0— 71 ))
| should also confess

Similarly for pl. 2
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Expected outcome for rational players: they will both confess,

and they will go to jail for 3 years each

— Observation: If they had both chosen not to confess, they would go to jail
only for 1 year, each of them would have a strictly better utility



Dominant strategies

Ideally, we would like a strategy that would provide the best
possible outcome, regardless of what other players choose

Definition: A strategy s; of pl. 1 is dominant if
ul(i‘,’ t)2 ul(i’, t)
for every strategy s’ € S* and every strategy t e S?

Similarly for pl. 2, a strategy t; is dominant if
u,(s;, t;) 2 uy(s, t')
for every strategy t’ € S? and for every strategy s, € S*
Caw L covlou~s +la VU=, c,oof‘&\w%‘ 8

far e,\/eré 9\/\?@ Collisnn -




Dominant strategies

Even better:
* Definition: A strategy s, of pl. 1 is <irictly dominant if
u, (s, tj) > uy (s, t)
for every strategy s’ € Sl\and every strategy t; S?
* Similarly for pl. 2 Pt

* In prisoner’s dilemma, strategy D (confess) is strictly dominant

Observations:

e | There may be more than one dominant strategies for a player, but
then they should yield the same utility under all profiles

. @/ery player can have at most one strictly dominant strategy
e A strictly dominant strategy is also dominant




Existence of dominant strategies

Few games possess dominant
strategies

It may be too much to ask for
E.g. in the Bach-or-Stravinsky game,

there is no dominant strategy:
— Strategy B is not dominant for pl. 1:

If pl. 2 chooses S, pl. 1 should choose S

— Strategy S is also not dominant for pl. 1:
If pl. 2 chooses B, pl. 1 should choose B

In all the examples we have seen so far,
only prisoner’s dilemma possesses
dominant strategies



Back to choosing a strategy...

* Hence, the question of how to choose strategies still
remains for the majority of games

* Model of rational choice: if a player knows or has a
strong belief for the choice of the other player, then he
should choose the strategy that maximizes his utility

-Euppose that soi::/gine suggests to the 2 players the
)

strategy profile(ls, t

 When would the players be willing to follow this profile?
— For pl. 1 to agree, it should hold that
u,(s, t) 2 u,(s’, t) for every other strategy s’ of pl. 1
— For pl. 2 to agree, it should hold that
u,(s, t) 2 u,(s, t’) for every other strategy t’ of pl. 2



Nash Equilibria

* Definition (Nash 1950): A strategy profils a
if no player has a unilateral incentive to

deviate, given the other player’s choice
* This means that the following conditions should be
satisfied: ) .
51 uy(s, t) > uy(s’, t) for every strategy s’ € S*

5 2. Uy(s, t) 2 u,(s, t’) for every strategy t’ € S?
f T

.. One of the dominant concepts in game theory from 1950s till

— now

* | Most other concepts in noncooperative game theory are
variations/extensions/generalizations of Nash equilibria



Pictorially:
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In order for (s, t) to be a Nash equilibrium:
* x must be greater than or equal to any x; in column t
° y must be greater than or equal to any y;in row s



Nash Equilibria

* We should think of Nash equilibria as “stable” profiles of a
game

— At an equilibrium, each player thinks that if the other player does
not change her strategy, then he also does not want to change his
own strategy

* Hence, no player would regret for his choice at an
equilibrium profile (s, t)

— If the profile (s, t) is realized, pl. 1 sees that he did the best
possible, against strategy t of pl. 2,

— Similarly, pl. 2 sees that she did the best possible against strategy s
of pl. 1

* Attention: If both players decide to change
simultaneously, then we may have profiles where they
are both better off
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Examples of finding Nash equilibria in
simple games



Example 1: Prisoner’s Dilemma

In small games, we can examine all possible profiles and check if wo-X

they form an equilibrium C D o} ND
* (C, C): both players have an incentive to

deviate to another strategy C }%é /
 (C, D): pl. 1 has an incentive to deviate —
(D, C): Same for pl. 2 U T~ \/\ /

(D, D): Nobody has an incentive to change
WO K < Caf

Hence: The profile (D, D) is the unique Nash equilibrium of this
game
— Recall that D is a dominant strategy for both players in this game

. If sis a dominant strategy of pl. 1, and t is a dominant
strategy for pl. 2, then the profile (s, t) is a Nash equilibrium

14



Example 1: Prisoner’s Dilemma

In small games, we can examine all possible profiles and check if

they form an equilibrium C D
* (C, C): both players have an incentive to
deviate to another strategy C 3,3 0,4
 (C, D): pl. 1 has an incentive to deviate
(D, C): Same for pl. 2 D 4,0 1,1

(D, D): Nobody has an incentive to change

Hence: The profile (D, D) is the unique Nash equilibrium of this
game
— Recall that D is a dominant strategy for both players in this game

Corollary: If siis a dominant strategy of pl. 1, and t is a dominant
strategy for pl. 2, then the profile (s, t) is a Nash equilibrium

15




Example 2: Bach or Stravinsky (BoS)

2 Nash equilibria:

00
h
 (B,B)and (S, S)

 Both derive the same W (3 units)
 But each player has a preference for a different equilibrium

16



Example 2a: Coordination games

Variation of Bach
or Stravinsky

@ B
¥ 0,0

Again 2 Nash equilibria:
« (B,B)and (S, S)
« But now (B, B) is clearly the most preferable for both players

« Still the profile (S, S) is a valid equilibrium, no player has a unilateral
incentive to deviate

 Atthe profile (S, S), both players should deviate together in order
to reach a better outcome ——————

17



Example 3: The Hawk-Dove game

0,4
/
v [T
 The most fair solution (D, D) is not an equilibrium

e 2 Nash equilibria: (D, H), (H, D)

 We have a stable situation only when one population
dominates or destroys the other

18



Example 44/: Matching Pennies

H T
H 1 -1 11
/‘7
T | &5 1 -1
A

/

In every profile, some player has an incentive to

deviate ]
There is no Nash equilibrium! e e s

Note: The same is true for.Rock-Paper-Scissors

19



Mixed strategies in games



Existence of Nash equilibria

* We saw that not all games possess Nash equilibria

* E.g. Matching Pennies, Rock-Paper-Scissors, and
many others

* What would constitute a good solution in such
games?

21



Example of a game without equilibria:

__s Matching Pennies

H T
H 1, -1 1,1
T @ 1,-1

S, (H, H) =2

In every profile, some player has an incentive to change

Hence, no Nash equilibrium!

Q: How would we play this game in practice?

A: Maybe randomly

22



Matching Pennies: Randomized

¢ )

1/ZH 1) -1 @/1

wT!-1,1 ] 1,-1

vZ)%) (/2)1/2’

£, (T, T2 )|

S N U)—F
IQ'])_yJ_:q_ Q

strategies

Main idea: Enlarge the strategy
space so that players are allowed
to play non-deterministically

Suppose both players play
* H with probability 1/2
* T with probability 1/2
Then every outcome has a probability
of %
For pl. 1:
— P[win] = P[lose] =%
— Average utility =0
Similarly for pl. 2

23



Mixed strategies

* Definition: A mixed strategy of a player is a probability
dlstrlbutlon on the set of his available choices

. IfS= (S4, S,,---» S,) is the set of available strategies of a
pIayer then a rryxed strategy is a vector in the form
(pl,. pP,), where

o ZOforl 1,...,n, and p;+..+p, =1
* p; = probability for selecting the j-th strategy
* We can write it also as p;=p(s;) = prob/ty of selecting S,

* Matching Pennies: the uniform distribution can be

written as
=(1/2, 1/2) or p(H) = p(T) = %

24



Pure and mixed strategies

From now on, we refer to the available choices of a player
as pure strategies to distinguish them from mixed
strategies < V/

For 2 players with St={s,, s,,..., s } and

Pl. 1 has n pure strategies, Pl. 2 has m pure strategies

Every pure strategy can also be represented as a mixed
strategy that gives probability 1 to only a single choice

E.g., the pure strategy s, can also be written as the mixed
strategy E, 0,0, ...,0),

More generally: strategy s, can be written in vector form as
the mixed strategye'=(0, 0, ..., 1,0, ..., 0

— 1 at position i, 0 everywhere eIse\rfL

— Some times, it is convenient in the analysis to use the vector form
for a pure strategy

25



Utility under mixed strategies

e Suppose that each player has chosen a mixed
strategy in a game

* How does a player now evaluate the outcome of a
game?

* We will assume that each player cares for his

(éxpected utility

— Justified when games are played repeatedly

— Not justifiegfor more risk-averse or risk-seeking play?rrliﬂ
X Ar<

o x,
E(X) = = PiXe il e X
L= o Py, P il prsbs



Expected utility (for 2 players)

 Consider anx m game

* Pure strategies of pl. 1: St ={s;, s,,..., S}

* Pure strategies of pl. 2: S ={t, t,,..., t}

* letp=(p, ..., p,) be a mixed strategy of pl. 1
andq=(q,, ..., g,,) be a mixed strategy of pl. 2

. Expected utility of pl. Q.N
T (U, ( \9“‘°°“ ) t,p

m n o m
ZZPI g5 - U1 31;- ZZP ul(st t})
1

=1 j=1 1 1
s quj el | )D
* Similarly for pl. 2 (replace u; by u,)

27



Example

e Letp=(4/5,1/5),
q=(1/2,1/2)

&ij”l(?, ;&;4/5x1/2x2+
/5 x x1=0.9

° U p,a)=4/5x1/2x1+
1/5x1/2x2=0.6
When can we have an
equilibrium with mixed
strategies?

28
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Nash equilibria with mixed strategies

Definition: A profile of mixed strategies (p, q) is a Nash
equilibrium if
= U1(Plﬂ) > u,(p’, g) for any other mixed strategy p’ of pl. 1

~N———

— Uy(p, 9) = u,(p, q’) for any other mixed strategy g’ of pl. 2
N
Again, we just demand that no player has a unilateral incentive to
deviate to another strategy

How do we verify that a profile is a Nash equilibrium?
— There is an infinite number of mixed strategies!

— Infeasible to check all these deviations

29



Nash equilibria with mixed strategies

. YCoroIIa?y It suffices to check only deviations to pure strategies

- — Because each mixed strategy is a convex combination of pure strategies

- Equivalent definition: A profile of mixed strategies (p, q) is a Nash

equilibrium if
— uy(p, q) = u,(€e, g) for every pure strategy e' of pl. 1
— U,(p, q) = u,(p, €') for every pure strategy e’ of pl. 2

Hence, we only need to check n+m |nequaI|t|es as in the case of
pure equilibria

< Vs, %) (4/5 1 ‘/553
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Mixed equilibria

Mixed equilibrium: A profile of mixed strategies such that each player
maximizes its expected utility, given the strategies of the other
players

Theorem [Nash, 1951]

Every finite strategic game of n players has at least one mixed
equilibrium

Every pure equilibrium is also a mixed equilibrium

— Every pure strategy can be seen as a probability distribution over
all strategies that assigns probability 1 to this one pure strategy



Matching Pennies: mixed equilibria

odd
heads t@ils
heads @ @ X
tails -1,1 1,-1 | — %
y T

Even player selects heads with probability x and tails with 1 — x

even

Odd player selects heads with probability y and tails with 1 — y

p(heads, heads) = xy
p(heads, tails) = x(1 — y)
p(tails, heads) = (1 — x)y
p(tails, tails) = (1 —x)(1 —y)



Matching Pennies: mixed equilibria

odd
heads tails
heads 1, -1 -1,1 X
even _
tails -1,1 1, -1 1—x
y 1-y

* [Ep [Ue]

=xy-1+x(1-y)- -D+A-x)y - D+A-x)(1Q-y)-1
=4xy —2x —2y+1
=x(4y—-2)—-2y+1

* [Ep [uo]

=xy-(-D+x(1-y»)-1+(1-0)y- 1+ A -x)A-y)-(-1)
=y(2—-4x)+2x—-1



Matching Pennies: mixed equilibria

Eylue] =x(4y —2) -2y +1
Eyluol =y(2—4x) +2x -1

The expected utility of each player is a linear function in terms of her
corresponding probability

To analyze how a player is going to act, we need to see whether the
slope of the linear function is negative or positive

Negative: the function is decreasing and the player aims to set a small
value for the probability

Positive: the function is increasing and the players aims to set a high
value for the probability



Matching Pennies: mixed equilibria

Eylue] =x(4y —2) -2y +1
Eyluol =y(2—4x) +2x -1

Even player: the slope is 4y — 2 and it depends on y, the probability
with which the odd player selects heads

y<1/2
= the slope 4y — 2 is negative
= the function E,[ue] is decreasing in x
= even player sets x = 0 to maximize E,|ue]
=> the slope 2 — 4x = 2 of the odd player is positive
= the function E, [up] isincreasing in y

= odd player sets y = 1 to maximize E,[ug]
=> contradiction



Matching Pennies: mixed equilibria

Eylue] =x(4y —2) -2y +1
Eyluol =y(2—4x) +2x -1

Even player: the slope is 4y — 2 and it depends on y, the probability
with which the odd player selects heads

y>1/2
=> the slope 4y — 2 is positive
= the function E,[ue] is increasing in x
= even player sets x = 1 to maximize E,|ue]
= the slope 2 — 4x = —2 of the odd player is negative
= the function E, [uo] is decreasingin y

= odd player sets y = 0 to maximize E,|uo]
=> contradiction



Matching Pennies: mixed equilibria

Eylue] =x(4y —2) -2y +1
Eyluol =y(2—4x) +2x -1
It mustbey =1/2

Following the same reasoning for the odd player, we can see that it
mustalsobex =1/2

For these values of x and y both slopes are equal to 0 and the linear

functions are maximized
The pair (x,y) rresponds to a mixed equilibrium,
which is actually unique ferthis game




Multi-player games



Games with more than 2 players

* All the definitions we have seen can be generalized for multi-
player games

— Dominant strategies, Nash equilibria

* But: we can no longer have a representation with 2-dimensional
arrays

* For n-player games we would need n-dimensional arrays (unless
there is a more concise representation)

39



Definitions for n-player games

Definition: A game in normal form consists of
— A set of players N ={1, 2,..., n}
— For every player i, a set of available pure strategies S'

\/

— For every player i, a utility function
_Su:Stx...xS">R
* Letp=(py ---, P,) be a profile of mixed strategies for the
players T

* Each p. is a probability distribution on S'
* Expected utility of pl. i under p =

T_Lt'(pl., . aa ‘JP”) — E Q Pn@‘ 81,- . 531)

(81,...,8n)EST x--x S™

40



(S:)S—'k) LS:— )%——'L

* Givenavectors=(s,, ..., s.),
we denote bhe vector where we have removed
the i-th coordinate:

S_; =(Sq, v Si 1) Siz1s ++er Sp)
e E.g. ifs :% 5,7, 8), then

®= (3,5, 8)
-®= (5, 7, 8)

* We can write a strategy profilesass = (s, s_)

41



Definitions for n-player games

A strategy p, of pl. i is dominant if

U; (pi; p-i) 2 U, (e, p-i)
for every pure strategy e’ of pl. i, and every profile p_ of the other
players

Replace > with > for strictly dominant

A profile p = (py, ..., p,) is @ Nash equilibrium if for every player i and
every pure strategy e’ of pl. i, we have

42



Nash equilibria in multi-player games

At a first glance:

* Even finding pure Nash equilibria looks already more
difficult than in the 2-player case

* We can try with brute force all possible profiles

* Suppose we have n players, and each of them has m_
strategies: |S'|=m

There a@ure strategy profiles!

* However, in some cases, we can exploit symmetry or other
properties to reduce our search space

43



Example: Congestion games

A simple example of a congestion game:
* Aset of network users wants to move from s to t
3 possible routes, A, B, C

* Time delay in a route: depends on the number of users
who have chosen this route

* d,(x) = 5x, dg(x) = 7.5%, d(x) = 10,

E— e~ —————

44



Example: Congestion games

Suppose we have n =5 players
For each playeri, S'={A, B, C}
Number of possible pure strategy profiles: 3° = 243

Utility function of a player: should increase when delay
decreases (e.g., we can define it as u = — delay)

At profiles = (A, C, A, B, A)

* Uys) =-15, uy(s) = -10, us(s) = -15, uy(s) =-7.5, ug(s) =-15 45




Example: Congestion games

 There is no need to examine all 243 possible profiles to find a
pure equilibrium
* Exploiting symmetry:

— In every route, the delay does not depend on who chose the route but
only how many did so

* We can also exploit further properties
 E.g. There can be no equilibrium where one of the routes is not used
by some player

Homework: Find the pure Nash equilibria of this game (if
there are any)

46



Existence of Nash equilibria



Nash equilibria: Recap

Recall the problematic issues we have identified for
pure Nash equilibria:

1. Non-existence: there exist games that do not possess an
equilibrium with pure strategies

2. Non-uniqueness: there are games that have many Nash
equilibria

3. Welfare guarantees: The equilibria of a game do not
necessarily have the same utility for the players

Have we made any progress by considering equilibria with mixed
strategies?



Existence of Nash equilibria

Theorem [Nash 1951]: Every finite game possesses at
least one equilibrium when we allow mixed
strategies

— Finite game: finite number of players, and finite number of pure
strategies per player

Corollary: if a game does not possess an equilibrium with pure
strategies, then it definitely has one with mixed strategies

One of the most important results in game theory
Nash’s theorem resolves the issue of non-existence

— By allowing a richer strategy space, existence is guaranteed, no matter
how big or complex the game might be

49



Examples

In Prisoner’s dilemma or Bach-or-Stravinsky, there exist
equilibria with pure strategies

— For such games, Nash’s theorem does not add any more
information. However, in addition to pure equilibria, we
may also have some mixed equilibria

Matching-Pennies: For this game, Nash’s theorem guarantees
that there exists an equilibrium with mixed strategies
— In fact, it is the profile we saw: ((1/2, 1/2), (1/2, 1/2))

Rock-Paper-Scissors?
— Again the uniform distribution: ((1/3, 1/3, 1/3), (1/3, 1/3, 1/3))

50



Nash equilibria: Computation

* Nash’s theorem only guarantees the existence of
Nash equilibria
— Proof reduces to using Brouwer’s fixed point theorem
* Brouwer’s theorem: Let f:D—D, be a continuous
function, and suppose D is convex and compact.
Then there exists x such that f(x) = x
— Many other versions of fixed point theorems also available

51



Nash equilibria: Computation

So far, we are not aware of efficient algorithms for finding
fixed points [Hirsch, Papadimitriou, Vavasis '91]

— There exist exponential time algorithms for finding approximate fixed
points

Can we design polynomial time algorithms for 2-player
games?

— After all, it seems to be only a special case of the general
problem of finding fixed points

For games with more players?
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